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Independent events. Independence is an intu-
itive idea that we can easily formalize. The phrase
“the events E and F are independent” means that
the knowledge that E has occurred has no effect on
whether or not F will occur, and vice versa. Now
that we have the concept of conditional probabil-
ity, we can take that to mean that P (F |E) = P (F )
and P (E|F ) = P (E). A little algebra shows that
each of those conditions is equivalent to P (E∩F ) =
P (E)P (F ). So we’ll take that as our definition of
independent events.

Definition. Events E and F are said to be indepen-
dent if

P (E ∩ F ) = P (E)P (F ),

otherwise they’re said to be dependent.

Note that E and F are independent if and only if E
and F c are independent. That is, if the event E is
independent of F , then it’s also independent of its
complement F c. Likewise Ec is independent of both
F and F c. Thus, if either E or Ec is independent of
either F or F c, then both E and Ec are independent
of both F and F c.

You can also state independence in terms of con-
ditional probabilities. Events E and F are inde-
pendent when P (E) = P (E|F ) or when P (F ) =
P (F |E). Intuitively, the condition that the event
F has occurred doesn’t affect the probability that
the event E will occur.

Product spaces. An important situation for in-
dependent events arises from taking the product
two sample spaces Ω1 and Ω2. We create a new sam-
ple space, called the product or Cartesian product,
Ω1×Ω2, whose outcomes are ordered pairs (x1, x2)
of outcomes, x1 ∈ Ω1 and x2 ∈ Ω2. Probabilities

are assigned to the events in this product sample
space so that, for A1 ⊆ Ω1 and A2 ⊆ Ω2, the prob-
ability of a product event

A1 × A2 = {(s1, s2) | s1 ∈ A1 and x2 ∈ A2}

is P (A1 × A2) = P (A1)P (A2).
Frequently, Ω1 and Ω2 are the same sample space

Ω, and in that case the product sample space Ω×Ω
is denoted Ω2.

Of course, products of more than two sample
spaces are defined similarly.

We’ve seen some examples of product spaces be-
fore we had this definition. For example, if Ω is the
6-outcome sample space for a fair die, then Ω2 is
the 36-element sample space for a pair of dice. For
another example, take the uniform continuous dis-
tribution on the unit interval Ω = [0, 1]. Then the
uniform continuous distribution on the unit square
Ω2 = [0, 1]× [0, 1] is the product space.

We’ll frequently have use of the nth power of a
sample space, Ωn.

Independence of more than two events.
Sometimes you’ll want to express the situation
where none of the three events E, F , and G affect
each other, and, furthermore, combinations of two
of them don’t affect the third. Here’s the proper
definition to reflect that situation.

Definition. Events E, F , and G are said to be
jointly independent if each pair of them are inde-
pendent, and P (E ∩ F ∩G) = P (E)P (F )P (G).

In that case, their complements in various combi-
nations will also be jointly independent.

Of course there is analogous definition for the
independence of more than three events, even a
countably infinite number of events. E1, E2, . . . are
independent when the probability of an intersec-
tion of any number of them is the product of their
probabilities.

Joint random variables. When we use the no-
tation of joint random variables, we’re implicitly
using product spaces. For example, if X is the
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outcome for one fair die, and Y the outcome for
another fair die, then (X, Y ) is the joint random
variable for the outcome of the pair of dice. It’s a
random variable on the product space S2 having 36
elements described above.

If you have two such discrete random variables
X and Y , they’re said to be independent if for
all their outcomes x and y, P (X=x and Y =y) =
P (X=x) (Y =y). We’ll discuss independence of ran-
dom variables later in detail.

Random samples, that is, independently
and identically distributed random variables
(i.i.d). It’s too early to define this concept pre-
cisely, but we’ve already looked at example of ran-
dom samples. They’re a central concept in proba-
bility and statistics, so we’ll begin using the termi-
nology right away.

If you flip many fair coins, or the same fair coin
repeatedly, then the sample space for the experi-
ment is the product space Ωn where Ω is the sample
space for one coin flip, Ω = {H,T}. It’s appropri-
ate to take Ωn to be the sample space because we
assume that the outcome of one coin flip, called a
trial, is not affected by the outcome of any of the
other coin flips.

(This may not be accurate since when you re-
peatedly flip one coin, the outcome of the current
flip actually does affect the outcome of the next
one. Experiments have shown that about 51% of
the time, the succeeding coin flip will have the same
outcome.)

When we have n independent trials X1, X2, . . .,
Xn of the same experiment, the joint random vari-
able X = (X1, X2, . . . , Xn) is a random variable on
a product space. We’ll call this n-tuple X a random
sample and we’ll say X1, X2, . . ., Xn are identically
distributed and independent random variables, ab-
breviated i.i.d.
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